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Abstract
Objective ‐ This editorial aims to explore the critical role of responsibility in the design, imple‐
mentation, and use of AI‐based systems. It emphasizes the ethical challenges posed by the unique
characteristics of Artificial Intelligence (AI) and advocates for the development of a culture that pro‐
motes individual and collective responsibility among those involved with AI.
Approach ‐ The article outlines a conceptual approach based on three theoretical frameworks—
EdgarMorin’s complex thinking, Jacques Ardoino’s multi‐referential approach, and Yves Clot’s clinic
of activity. These frameworks are applied to enhance the responsible management of AI systems
through reflective practices and responsible design methods.
Results ‐ The editorial highlights that AI is not inherently responsible or ethical, and that true re‐
sponsibility lies with the individuals and teams who design, implement, and use AI systems (AIS). A
structured methodology involving targeted training, cultural adaptation, and reflective practice is
essential for fostering responsibility and addressing the societal and ethical issues posed by AI.
Practical Implications ‐ Organizations must foster a culture of responsibility through continuous
education, reflective practice, and ethical discussions at all levels. By equipping teamswith the tools
and knowledge necessary to navigate AI’s ethical landscape, companies can ensure that AI systems
are designed and used in a manner that is socially and environmentally responsible.
Originality ‐ This article contributes to the ongoing discourse on ethical AI by presenting a holistic
and systemic perspective on responsibility. It offers practical methods for integrating responsibility
into the AI design and deployment process, providing valuable insights for organizations seeking to
align technological innovation with ethical and societal expectations.
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1 INTRODUCTION

This article is part of a corporate research program aimed at enabling, en‐
couraging and supporting the responsible design, implementation and
use of AI (Brynjolfsson and Mcafee 2017), as it continues to spread
across a multitude of fields with an ever‐increasing number of applica‐
tions (Wei 2024). To achieve this, part of the work integrates methods
that support professional gestures and responsible decision‐making in
the development and deployment of AI systems. The aim is to meet
the challenges in terms of responsibility and ethics that arise from the

unique characteristics of AIS and the teams that design, implement and
use them (Chapuis and Guégan 2023).
To contribute to a declining mood in AI research (Wei 2024), this ar‐

ticle describes the entire methodological approach, which is grounded
in three theoretical (or conceptual) frameworks that emphasise a reso‐
lutely systemic perspective: Edgar Morin’s concept of complex thinking
(Montuori 2008), Jacques Ardoino’s multi‐referential approach (Ardoino
and Mialaret 1995), and Yves Clot’s clinic of activity (Clot 2005). The ar‐
ticulation of two complementary toolboxes makes up the experimental
trunk, in the form of a method for supporting teams: responsible design
and reflective practice. The ultimate goal is to deploy and disseminate
a culture of individual and collective responsibility, equipping teams to
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question and tackle the social, societal and environmental challenges
posed by AI technologies (Clarke 2019).

2 PREAMBLE ON RESPONSIBILITY
AND ETHICS

Responsibility, in the broadest sense, is the dual capacity to account for
one’s actions and their impact and to answer the questions asked about
one’s actions and decisions, motivations and resulting consequences. In
other words, regardless of the domain – legal, moral or parental – being
responsible, or response‐able, means being able to understand, account
for, and report on one’s actions. Moreover, the degree of responsibil‐
ity attributed to an individual or an organisation is proportional to the
power, ascendancy or control exerted over their entourage or ecosys‐
tem. Responsibility can therefore be seen as the just and beneficial, or at
least non‐harmful, application of this power from social, societal and en‐
vironmental perspectives. In contrast, the misuse – whether intentional
or not – of such power introduces the notion of risk. From a legal point
of view, responsibility only applies to those who are of legal age and
soundmind, etc., which presupposes a sufficient capacity for awareness
and understanding and, therefore, necessitates education and support
(Wright 2003).
Ethical principles, meanwhile, translate individual and collective re‐

sponsibilities into practical terms. These common rules form ”voluntary
safeguards” that enable us to practically assume the responsibilities of
which we are aware. Thus, ethics mobilises reflection and enables self‐
regulation by questioning circumstances, posing problems, identifying
conflicting values, exploring possible alternatives and guiding judgment.
Therefore, ethics can only serve both individual and collective good
when it is rooted in responsibility, rather than irresponsibility (Jonas
1984).
Hence, we regard responsibility as the fundamental ferment that de‐

termines and motivates ethics, while ethics, in turn, acts as the process
that questions responsibility and translates it into a voluntary, shared
and evolving code of conduct.

3 STRENGTHENING INDIVIDUAL AND
COLLECTIVE CAPACITIES TO ADDRESS THE
COMPLEX ISSUES RAISED BY AI

Terms like “Trusted AI,” “Ethical AI,” and “Responsible AI” have become
common in efforts to define AI systems that would be respectful of
the rights of people and the planet. However, this anthropomorphism
reveals a core issue and its complexity: the true responsibility lies not
with AI itself but with the individuals who design, train, implement, and
use these systems. In essence, AI is only as “trustworthy” as the peo‐
ple behind it even if trust can be conceptualized according to three
dimensions, namely interpersonal trust, competence trust, and systems
trust (Lissillour and Sahut 2023). Future studies may look at how trust

in AI can be defined according to these three dimensions in different
contexts.
To promote the responsible design, implementation, and use of AI‐

based solutions, it is important to consider the following four levers:

• AI itself is not inherently ethical or responsible: The ethical nature
of AI depends entirely on the teams that design, train, implement,
and use it (Floridi and Cowls 2022, Jobin et al. 2019). Therefore,
there is a real interest in offering the internal teams concerned ap‐
propriate, long‐term support that encourages responsible practices
(Lu et al. 2023).

• Individual and collective ethics and responsibility are mutually nur‐
turing/reingorcing: It is therefore virtuous to create internal spaces
for reflective exchange and apply practices that contribute to orga‐
nizational learning (Purvis and Zhang 2024), addressing the ethical
issues of AI‐based solutions in order to promote and exercise a cul‐
ture of individual and collective responsibility, shared by all staff
members (Taylor 2024).

• Awareness of responsibility is essential:No one can behave respon‐
sibly without being aware of the contours of their own responsibility.
Awareness provides us with a context and gives meaning to our ac‐
tions. In addition to employees, customers and external partners
must understand their responsibility when using AI‐based solutions
and be aware that these algorithms do not guarantee ethically ac‐
ceptable behaviour (Mittelstadt et al. 2016). It is the duty of every
company creating, providing, and distributing AI‐based services to
equip all users with the knowledge to use AI consciously, make in‐
formed decisions, and assess the impact of their actions (Santoni de
Sio and Mecacci 2021).

• Clear and transparent communication is key: Responsibility also
includes the ability to respond in a clear and intelligible manner,
without avoidance, to the questions put to the company by all its
stakeholders. This presupposes that the company is able to clearly
explain its AI‐related choices in an honest, didactic, and educational
way (Orr and Davis 2020), possibly through the use of social media
platforms (Guechtouli and Purvis 2024).

4 THREE THEORETICAL FRAME‐
WORKS ROOT THE APPROACH IN A
SYSTEMIC PERSPECTIVE

The chosen theoretical frameworks are called upon regarding their rel‐
evance to the research and their complementarity. They root the entire
approach in systemic theory, which is vital as both AI and responsibil‐
ity function as organising concepts, and their combination forms a third
system.

• EdgarMorin’s Complex Thinking provides a comprehensive method
for reading the whole picture. As a form of systemic knowledge,
it encourages a holistic approach to understanding and embracing
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reality’s heterogeneity. Morin cautions that complexity should not
be seen as ”the master word that will explain everything” but ”the
awakening word that urges us to explore everything” (Morin 1982).

• Jacques Ardoino’s Multi‐referential Approach applies these sys‐
tematic principles to the field of training. By examining the same
research object through multiple disciplinary lenses, this approach
allows for the production of a prismatic analysis that is better able
to account for the issues at stake in a composite reality by handling
”several disciplinary languages, without confusing them” (Ardoino
2000).

• Yves Clot’s Clinic of Activity extends these concepts into the realm
of professional transformation. Through participatory and dialogical
observation of individual and collective actions, this approach em‐
powers employees to enhance their capacity to act, both in their
specific tasks and within the broader organisation (Clot 2005).

Bothwell‐established and current, these three reference frameworks
present a dual anchoring in human and systemic perspectives. They are
also accompanied by proven ethnographic collection tools that allow
for the rigorous articulation of theoretical insights and practical actions.
Together they facilitate the development of concrete proposals aimed
at improving both reflection and practice.

4.1 Edgar Morin’s Complex Thinking: A
Method for Understanding the World

In his 1982 book Science avec conscience, Edgar Morin explained the
concept of complexity and outlined a method for analysing it: ”The
method of complexity asks us to think without ever closing concepts,
to break closed spheres, to reestablish the articulations between what
is disjointed, to try to understand multidimensionality, to think with
singularity, with locality, with temporality” (Morin 1982).
Morin uses ”complexity” in its etymological sense, complexus, mean‐

ing ”that which is woven together, that which is entangled, that which is
made up of different interlocking elements” (Morin 1982). Postulating
that reality cannot be reduced to an agglomeration of simple elements,
he opposes what he considers to be the simplifying and reductive scien‐
tific logic of many theories, which explain complex realities on the basis
of some of their elementary components (atomist, linguistic, genetic,
psychoanalytic theories, etc.). For Morin, everything is both situated
and global, which implies that no knowledge is possible on the basis of
closed, separate elements, without apprehension of the whole in which
they participate.
Complex thinking aims to understand the world, without seeking

to reduce or globalise it. It seeks to connect phenomena that are
usually analysed independently, even though together they make up
an irreducible entity, since ”complexity is insimplifiable” (Morin 1982).
Complex thinking therefore produces a holistic reading of human sys‐
tems and phenomena, as opposed to a fragmentary (atomistic) reading,
in which thewhole is bothmore and less than the sum of its parts. Morin
thus specifies that ”there are emergent qualities, that is, qualities that

arise from the organisation of a whole, and that can retroact on the
parts”, but also that ”the parts can have qualities that are inhibited by the
organisation of the whole”. For Morin, ”the real problem (of thought re‐
form) is that we have learned too well to separate. It is better to learn to
connect. To connect, that is to say, not only to establish an end‐to‐end
connection but to establish a connection that is made in a loop”.
In the context of a responsible design, implementation and use of

AIS, the value of complex thinking lies in its ability to grasp a composite
ecosystem while energising relationships between stakeholders, based
on three main principles (Morin 1988):

• The ”dialogical relationship” enables the apparent contradictions
that co‐exist in a system to be brought into dialogue (e.g. AI con‐
tributes to the fight against climate disruption while increasing the
climate debt). The result is an ability to understand and articulate
antagonistic but radically inseparable dimensions that make up the
same complex reality. The ”dialogical relationship includes the idea
that antagonisms can be stimulating and regulating” (Morin 1982). It
is therefore based on the confident expression of each stakeholder,
reciprocal active listening, mutual understanding, empathy and pos‐
itive criticism, all effects sought by responsible design, one of the
two reflexive methods of the experimental trunk described below
(Part 5). It enables each stakeholder to grasp the point of view of the
others, to understand the respective objectives, to energise coop‐
eration, and to ensure that decision‐making mechanisms are based
on a variety of criteria. This fully overlaps with the intentions of the
support proposal described at the end of the article (Part 6).

• The ”principle of recursivity” extends the notion of the feedback
loop developed byWiener‡, the founding father of cybernetics, and
explains the loops of creation, organisation and destruction that
form and operate in any system (nature, society, business, conscious‐
ness, etc.). Thus, ”human individuals produce society in and through
their interactions, but society, as an emerging whole, produces the
humanity of these individuals by providing them with language and
culture” (Le Moigne and Morin 1999). This recursiveness is par‐
ticularly suited to the experimental trunk. Indeed, it strengthens
the individual and collective capacity to assume responsibility: ”Any
explanation must be complemented by understanding, any under‐
standing must be complemented by explanation. Finally, ethical
recursion strengthens us immunologically against our tendency to
blame others, making them scapegoats for our faults”.

• The ”hologrammatic principle”§ corresponds to a form of reciprocal
inclusion that Morin explains with the formula ”the part is in the
whole and the whole is in the part” (Morin 1990). This is the case
of the genetic heritage of an individual, which is found in each and

‡ In ”The human use of human beings: Cybernetics and society”, published in 1950,
Wiener predicted that intelligent machines would put an end to human labour.
He also announced that the use of cybernetics without a ”post‐industrial” evo‐
lution of the structures of society would lead to an unprecedented increase in
unemployment and social exclusion, and could even gradually destroy democracy.
§ Also known as the hologrammic or holoscopic principle.
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every cell that makes it up, just as ”we produce the society that pro‐
duces us” (Morin 1982). This is also true ”for the company, which
has its own rules of functioning and within which the laws of society
as a whole play out” (Morin 1990). This principle activates the lever
according to which ”individual and collective ethics and responsibil‐
ity feed each other” (Chapuis and Guégan 2023). There can be no
awareness of teams without awareness of the individuals whomake
them up, and vice versa.

4.2 Jacques Ardoino’s Multi‐Referential
Approach: A Comprehensive Method for Artic‐
ulating the Plurality of Perspectives and Hybri‐
dising Knowledge

The multi‐referential approach is a practical application of complex
thinking, aimed at analysing situations and improving learning.
In the 1950s and 1960s, in the context of the development of ap‐

plied human sciences, Jacques Ardoino conceived of a new scientific
approach that could go beyond the classical analytical approach of
the so‐called ”exact” sciences. Like Edgar Morin, Ardoino felt that the
principle of disjunction‐reduction on which these sciences are based
(”the mutilating alternative”, (Morin 1982)) is inadequate to account for
the profusion of phenomena, situations, practices and interactions ob‐
served in the human and social sciences, of which Ardoino notes ”the
luxuriance, the abundance, the richness” (Ardoino 1993).
The multi‐referential approach therefore seeks to make complex

professional and social practices intelligible via an analysis articulating
the reading grids of different disciplines, most often bordering. The
same research object can thus be observed, understood, and described
according to the respective perspectives of sociology, psychology, psy‐
chosociology, biology, ethnology, history, economics, semantics, peda‐
gogy, organisation, institution, etc. ”Fully assuming the hypothesis of
the complexity, even the hyper‐complexity, of the reality about which
we are questioning ourselves, the multi‐referential approach proposes
a plural reading of its objects (practical or theoretical), from different
angles, involving as many specific perspectives and languages, appropri‐
ate to the required descriptions, according to distinct reference systems,
supposed, explicitly recognised as non‐reducible to each other, that is
to say heterogeneous” (Ardoino 2000).
The multi‐referential approach does not hesitate to state and main‐

tain the tension between several versions of the same research object,
assuming that this is the only way to obtain a global vision. The aim is
to enhance the skills of individuals and the collective, to improve inter‐
individual exchanges, and to highlight unsuspected levers for action.
With a view to capacitating the exercise of responsibility in the field

of AI, the interest of the multi‐referential approach lies in its ability
to articulate complementary perspectives and take a multi‐disciplinary
look. This contribution is valuable given the diversity of the direct or

indirect stakeholders and the professions involved in the design, imple‐
mentation and use of anAIS. Thus, the three types ofmulti‐referentiality
distinguished by Jacques Ardoino will be used:

• The multi‐referentiality of understanding is mobilised during the
questioning, listening and description phase in order to obtain ”a
’vision’ of things that is at once ’systemic’, comprehensive and
hermeneutic” (Ardoino 1991). It is particularly well‐suited to the
interviews that will be conducted with experts, as well as to the
lexical clarification and illumination of the self‐evidences. That is
a necessary prerequisite for the creation of a glossary that can be
understood by everyone, and for the use of a shared language.

• The interpretative multi‐referentiality mobilises the work of the
multi‐referentiality of understanding during the analysis of practices
and situations. Based on clinical listening (at the subject’s bedside),
it is inseparable from any in‐depth reflective practice.

• The explanatorymulti‐referentiality is ”oriented towards the produc‐
tion of knowledge” (Ardoino 1991), and of discourse. Articulating
in a comprehensible way different disciplinary points of view will
serve as a basis for compiling the glossary, for fostering a culture of
collective responsibility, and for the educational actions planned for
the future. Its aim is ”to identify, sort out, distinguish, recognise and
differentiate the very different meanings that the terms used can
take on, depending on the psychology and social positions of the in‐
terlocutors and the various partners, as well as with regard to the
broader circumstances inwhich the situations are situated” (Ardoino
2000).

Thus, ”sometimes multi‐referential analysis will apply to the intelligi‐
bility of concepts and notions, sometimes to that of situations” (Ardoino
1991).

4.3 Yves Clot’s Clinic of Activity: A
Method for Understanding and Transforming
Work fromWithin

The clinic of activity applies complex thinking and the multi‐referential
approachwithin awork collective. It brings into discussion the activity it‐
self, that is to say the professional gestures, the criteria for a ”well‐done”
piece of work, as well as the different possible resources for coping with
complex situations. The aim is to collectively construct solutions that
no individual would have thought of on their own.
To define the clinic of activity, conceptualised by the occupational

psychologist Yves Clot (Clot 2005), it is first necessary to clarify the
meaning of the following terms.

• The word clinical is derived from the Greek klinikos, meaning ”con‐
cerning the bed”. Clinical thus refers to being ”at the bedside of”. It
is used by Yves Clot (Clot 2005) to describe the posture of listening
and observing as close as possible to the activity of the person doing
the work, that is to say ”at the bedside of the work being done”.
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• The word ”activity” does not only refer to an observable action. It
covers all the manual, intellectual and cognitive operations that are
actually put into play at every moment by the person acting in order
to achieve prescribed objectives while taking into account the con‐
straints and the context. The reality of activity therefore includes
what is not done, what we try to do without success, what we for‐
bid ourselves from doing, etc., because the suspended, prevented,
set aside activities shape the real activity.

The clinic of activity thus seeks to access the logic of the actor or
actress, which generally differs from that of the person observing. It is a
question of going beyond what can be observed (the action) in order to
uncover hidden knowledge and to reveal possible internal conflicts that
are played out in the situation (the activity).
Yves Clot considers that the only experts on a given job are the peo‐

ple who do it, not those who prescribe it. His goal is therefore to go to
the actors’ and actresses’ bedside, i.e. to intervene in work situations,
in order to transform the work itself in the course of the intervention.
As Clot explains, ”the centre of gravity of psychological investigation in
work is shifting. It moves from diagnosis to the invention of a framework
and amechanismwhere thosewho are concerned can begin to think col‐
lectively about work in order to reorganise it” (Clot 2005). This shift is
key to understanding the professional context and actively transforming
it.
This dynamic approach aligns with the evolving perspective on AI

ethics, which has transitioned from a static to a dynamic understand‐
ing of ethical issues in AI, emphasising the importance of continuous
engagement and adaptability (Sahut et al. 2023).
In the context of this research, the value of the clinic of activity lies

particularly in the underlying idea that the transformations are achieved
by the collectives themselves in their work environment. The dual anal‐
ysis generated by the researcher’s intervention enables the actors and
actresses to become aware of their work and, if necessary, to plan ways
of acting differently. In this sense, the clinic of activity promotes the
development of the power to act of professionals and of the collective
they form in the organisation of work, which is necessary to respond to
the singular challenges posed by AI.

5 TWO COMPLEMENTARY REFLEC‐
TIVE METHODS FORM THE TRUNK OF THE
EXPERIMENT

5.1 Responsible Design: A Design and In‐
novation Approach

Responsible design appeared in the 2000s and is derived from de‐
sign thinking. Practised in multidisciplinary groups (therefore multi‐
referenced) with the aim of improving usage situations or experiences,
design thinking promotes a culture of exploration through:

• ”Clinical” research into the needs of users (”need finding”) (Bason
and Austin 2022);

• Rapid prototyping (Norman and Verganti 2014);
• Continuous iteration and adjustment (Bason and Austin 2022).

Design thinking offers a framework for balancing a company’s eco‐
nomic ambitionswith the possibilities of technology and the desires and
needs of the users of the product or service. However, while effective,
this approach nevertheless has its limitations. One significant challenge
is the power dynamics involved in AI implementation strategies, which
can result in an ”illusion of transparency” where stakeholders may be‐
lieve they have full control or insight into a system, while hidden biases
and decisions remain opaque (Lissillour and Monod 2024). It also strug‐
gles to integrate all the facets of the ”suitcase” term ”user”. In fact, the
term covers various roles (customer, citizen, worker, parent, etc.), whose
aspirations can be contradictory (Verbeek 2011). Additionally, design
thinking does not really look beyond the users of the product or service
observed, which tends to ignore the impact on other direct or indirect
stakeholders. In this respect, the example of applications such as Airbnb
or Waze is obvious: they perfectly meet the needs of their users, but
their impact on the daily lives of the neighbors of the rented flats, as well
as the residents of the roads used as traffic easing routes by motorists
in a hurry, has not been anticipated, or at least not avoided.¶

This raises the question of what about the products and services
(whether AI‐based or not) designed and offered by companies. Will a
service that is useful today and fully meets the needs of the average
user still be relevant in five years’ time? Furthermore, what are its ac‐
tual and undesired impacts on other non‐users, on society and social
connections, on the environment, on future generations, etc.?
These are the values and interests of responsible design, also known

as sustainable design: while relying on an iterative, collaborative ap‐
proach and founded on the empathetic approach inspired by design
thinking, responsible design enables:

• To consider the concepts of inclusion, diversity, and systemic think‐
ing;

• To pay particular attention to users, with all their singularities;
• To take into account the context, the complexity of situations and

cultures;
• To anticipate the positive and negative consequences of what we

design on direct users, but also on other individuals or groups, on
society, and on the world.

To achieve this, the responsible design approach offers a range of
tools on which it is possible to capitalise. The aim is to constitute a
panoply of references specifically adapted to the responsible design of
an AIS, taking into account its unique features and the particular points
of vigilance inherent in it.

¶ Val‐d’Oise (France): how local residents bypassed Waze, fed up with car
traffic ‐ Le Parisien https://www.leparisien.fr/societe/val‐doise‐comment‐des‐
riverains‐ont‐court‐circuite‐waze‐excedes‐par‐le‐trafic‐automobile‐03‐05‐2021‐
3PYSSTDVGNABVKYVQXRFA6AFEM.php
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The tools and principles of responsible design make it possible to as‐
sess what is being designed, or evenwhat has already been designed, by
describing the risks and design errors to be avoided. By inviting the de‐
sign teams to ask themselves questions that are sometimes disturbing,
they are forced to delve deeper into aspects that have been forgotten,
whether voluntarily or through ignorance. Lastly, they make it possi‐
ble to precisely document the decisions to be taken when faced with a
dilemma, provide a basis for argumentationwith the project’s actors and
actresses, support the communication of doubts, and indicate a more
virtuous path.
In the context of the design, implementation, and use of AIS, re‐

sponsible design thus contributes to the awareness that each and every
AIS raises ethical issues and that it is a question of dealing with them
without evacuating them. It aims to accentuate the beneficial impacts,
reduce the deleterious impacts, and even produce regenerative impacts.

5.2 Reflective practice: a training ap‐
proach that reinforces know‐how through ana‐
lytical capability

Reflective practice is rooted in the philosophy of learning through ex‐
perience developed by the American philosopher John Dewey in the
early 20th century. He highlighted that what is specifically human in hu‐
man action is, on the one hand, the awareness of this action and, on the
other hand, the regulation of this action. Dewey postulated that human
beings learn by acting, as soon as their actions are the subject of a me‐
thodical reflective approach. For Dewey, reflective practice constitutes
“the best way of thinking” (Dewey 1933). Consequently, it appears that
the improvement in practitioner skills is proportional to their reflective
awareness of lived experience.
In 1955, Donald Schön, a pedagogue specialising in reflective learn‐

ing through practice, published his doctoral thesis on Dewey and discov‐
ered that the most effective professionals are those who methodically
and rigorously ’reflect’ ’during’ their actions. This reflection in action is
both a ’reflection on’ the action and a ’reflection for’ the action (a re‐
flection for the improvement of the action). Schön thus established that
each and every professional person is capable of improving his or her
”reflection within” the action (and therefore of improving his or her ac‐
tions), as long as he or she takes the time to reflect on it methodically
afterwards. Taking this step back also allows us to uncover the hidden
knowledge that we implicitly know about our actions without necessar‐
ily being able to explain them, and that resides in our actions. It was
Donald Schön and his colleague Chris Argyris who introduced the con‐
cept of ”reflective practice” to teaching, learning, and training (Argyris
1995).
From the 1990s onwards, reflective practice has been particularly en‐

couraged for professionalisation purposes, at a time when institutions
were increasingly demanding autonomy from their staff in terms of up‐
dating their skills. As the educational psychologist Philippe Perrenoud
points out, ”the more we move towards qualified professions, the more

the organisation limits prescribed work and, willy‐nilly, delegates to em‐
ployees the concern of creating or adapting procedures to deal with the
complexity of situations” (Perrenoud 1997).
Reflective practice is particularly used in medicine, social work, child

protection, teaching, training, professional sports, etc. These profes‐
sional fields are characterised by strong interpersonal dynamics, long‐
term care, a significant impact on the physical and/or social lives of the
people being cared for, as well as a perpetual adjustment of knowledge
and skills. In the flow of events, reflective practice sharpens practition‐
ers’ ability to ’know how to analyse’ (Paquay et al. 2012), but also to
strive to consciously know their knowledge.
In the context of designing, implementing, and using SIAs, the use‐

fulness of reflective practice lies in its ability to maintain lucidity over
time and flexibility in action, to enhance skills on an ongoing basis, and
to make hidden knowledge visible so that it can be shared. ”This pro‐
cess of reflection in the course of action and on action is at the heart of
the art that enables practitioners to play their cards right in situations of
uncertainty, instability, singularity, and conflict of values” (Schön 1994).
These are precisely the kinds of situations that arise for teams working
on or with AI, and the reflexive process appears to be an invaluable tool
to help them deal with them. The whole thing is reminiscent of the abil‐
ity of ’antifragile’ systems and societies to take advantage of unexpected
events, according to Nassim Taleb# (Taleb 2014).
As Edgar Morin reminds us: ”We are at the dawn of a long‐term

and in‐depth effort (...) to provide scientific activity with the means for
reflexivity, that is to say, for self‐questioning” (Morin 1982).

6 A PROPOSAL FOR PRACTICAL SUP‐
PORT FOR TEAMS TODEPLOY THE CANOPY
OF A GENUINE SHARED CULTURE OF RE‐
SPONSIBILITY

The experimental ambition is therefore to support project teams and
individuals involved in the design and/or implementation and/or use of
AIS, by articulating two complementary toolboxes:

1. Responsible design, to make employees aware of ethical risks, con‐
front societal and environmental issues, respond to them in real‐life
situations, and ensure informed and committed design and innova‐
tion;

2. Reflective practice, in order to cultivate employees’ capacity for
self‐analysis, improve professional practices, exercise vigilance, and
legitimise doubt, through an ongoing training approach.

The aim of the approach is to create and maintain a shared culture of
individual and collective responsibility in order to encourage the com‐
mitment of each and every person within the company and to make

#While the fragile fear unexpected events, the robust are indifferent to them.
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the very exercise of responsibility a professional gesture (Chapuis and
Guégan 2023).

6.1 More collective, proactive and reac‐
tive moments to exercise responsibility

The support envisaged proposes to punctuate the projects with ”respon‐
sible collective moments,” whether proactive (i.e., planned as part of the
project follow‐up) or reactive (i.e., convened in response to an acute eth‐
ical questioning). The proactive sessions will be scheduled to support
the people concerned at all stages of a project:

• Framing, construction and preparation of data;
• Model selection, development and training;
• Validation and deployment;
• Operation;
• End‐of‐life management for the product, service, or technological

component.

During these sessions, the participants – representing all stakehold‐
ers – will collaborate to review both the technical and ethical systems
in place and determine the necessary actions, such as adjustments, sys‐
tem correction, or stress tests (e.g., to check robustness, safety, and
guard against the risk of cyber‐attacks or embezzlement) (Binns 2018,
?). This review is crucial to understanding how AI shifts power dy‐
namics within organisations, particularly in cases where AI systems
are perceived as controlling or supportive roles, as seen in customer
relationship management (Monod et al. 2023).
In the event of an unforeseen issue relating to ethics or responsibil‐

ity, ”à la carte” sessions can be organised to enable design teams, those
in charge of operations, users, those affected or representatives of af‐
fected stakeholders, towork together in order to find effective and rapid
solutions. Here again, the approach will enable participants to analyse
the problem, study what may have caused it, decide collegially on the
actions to be taken to remedy it, avoid a repetition of the incident either
on the project itself or on related projects, and capitalise on the entire
incident. In such cases, the clinic of activity and the multi‐referential ap‐
proach will be mobilised (Clot 2005, Morin 1982). The details of how
these sessions will be convened and run will be specified during the
experimental phase.
As the proposed support is aimed at all the players involved in the

project, it requires scrupulous identification of all stakeholders and clar‐
ification of their roles in the design, implementation, and/or use of the
AIS.
The proposed support method will ensure that all these stakehold‐

ers, direct and indirect, can participate in the responsible design of AI,
either by being direct ”makers” of the said design or by influencing it by
sharing their points of view, needs, expectations, and/or fears. The dia‐
logical relationship and the multi‐referential approach will be mobilised
here, and the principle of ”always designing for everyone” of responsible
design applied.

As well as ”connecting” the project actors and actresses, as Morin
encourages, these spaces for dialogue will make it possible to both:

• Examine social, societal and environmental issues;
• Analyse current professional practices to better take into account

these issues;
• Improve the way we design in order to respond to them in a

convincing manner;
• Deliberate on possible directions and their implications, or even on

the temporary declutching of the AIS in the event of deadlock or
persistent dilemma;

• Increase the skills and knowledge of all those taking part.

All this will make it possible to assert and defend enlightened collec‐
tive choices while at the same time educating people, which is part of
corporate social responsibility.
Each community of experts also has its own tools in the service

of ethics, used in the context of its own activity (cf. the data test‐
ing tools and possible sources of bias used by data scientists). In a
multi‐referential approach, the ”responsible collective moments” will
therefore also be an opportunity for the various project players to share
the lessons they have learned from using these tools, compare their
strategy with that of their colleagues whose objectives may be antago‐
nistic (dialogical relationship), take part in the collegial decision as to the
strategy to choose, adjust their own tools, etc. The culture of individual
and collective responsibility will thus be nurtured.

6.2 Access to an overview: Understand‐
ing the role of the individuals and the collective,
and capitalising on their contributions

The experiment will apply the principles of reflective practice by ques‐
tioning and improving the articulation between the use of these various
expert tools and ”responsible collective moments,” ensuring these mo‐
ments are as effective as possible.
For example, it will be important to carefully schedule collective de‐

liberative questioning sessions on the topics covered in the AIS risk
assessment checklists. The goal is to enable the product manager to
complete these checklists with well‐supported and informed decisions
by the end of these collectivemoments (Argyris and Schön 1992, Schön
2008). The approach could go as far as contributing to the improvement
of the checklists themselves, enhancing their relevance and practicality
for real‐world projects (Perrenoud 2012).
To make this process accessible and comprehensible to all project

stakeholders, a tool in digital format, which can be consulted and
amended by the project stakeholders, could be set up, like a ”travel
guide to responsible AI.” This would make it possible to identify the key
proactive stages and milestones necessary for responsible AI design. It
would allow each and every person involved in the design process (”de‐
sign maker”) to track their own ”responsible design journey,” as well as
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the parallel journeys of the other contributors to the project, highlight‐
ing intersections between their individual journeys and those of others.
Specifically, stakeholders would have opportunities to:

• Share insights from personal tools and draw inspiration from what
others have shared;

• Address certain key issues collectively;
• Analyse and resolve ethical dilemmas;
• Extract knowledge applicable to their own work.

Such a tool can also be used as a collective logbook, archiving:

• Significant information discovered along the way (including mo‐
ments of reactive exchange responding to acute ethical question‐
ing);

• Strategic directions agreed upon by the team;
• Specific data that could be of use to the collective (such as archety‐

pal representations of indirect stakeholders or people who would
benefit from using the technology but who are currently excluded
from it).

This tool, its form and its content will be tested and refined in real‐
world projects and their teams to ensure it effectively supports the
responsible design of AIS.

7 THE LEVER OF THE CULTURE OF IN‐
DIVIDUAL AND COLLECTIVE RESPONSIBIL‐
ITY

The introduction of reflective practice within teams developing and
using AI should enable all the players concerned to become more per‐
sonally involved in the implementation of responsible design and use of
AI.
This approach mirrors successful strategies used in the medical field,

particularly in the support given to young doctors’ apprenticeships (Vier‐
set 2016) and young doctors’ ethical development through reflective
practice (Bleakley 2006). Stakeholders in AI development, like medical
professionals, can progress through five major thresholds of personal
commitment, transitioning from passive to active involvement:

1. No perception of a problem, where individuals distance themselves
from ethical considerations (”there is no problem”);

2. Indirect involvement, with a feeling of detachment from responsibil‐
ity (”I don’t feel concerned; it’s not up to me to take care of this, it’s
up to the designers, or the data scientists, or the project manager...”);

3. Interest in the ethical question but inaction (“I feel concerned but I
don’t see what is in my control”);

4. Personal action, where individuals feel a responsibility to take action
(”I act because I am concerned”);

5. Collective involvement, which is characterised by both personal and
group action towards shared ethical goals (”I do this, and we do it
together”).

Cultivating a sense of individual and collective responsibility aims to
move people up this ladder of involvement. The benefits are twofold:

• Fostering active engagement: Awakening an individual’s drive to act
ensures that ethics and responsibility are meaningfully embodied in
AI‐based products and services (Verbeek 2011);

• Enhancing motivation and fulfilment: By increasing the perceived
meaning of their work, individuals feel more connected to the
broader impact of their contributions (Perrenoud 2012).

Group sessions involving a wide range of stakeholders will further
nurture this culture of individual and collective responsibility. These
sessions will provide an opportunity for each participant to recognise
the significance of their role and the importance of their actions within
the collective effort, increasing their understanding of others’ roles and
strengthening the connection between their efforts and those of the
group. In doing so, the group sessions will enhance the overall meaning
and value of these multiple coordinated individual actions.
The hypothesis is that such group sessionswill promote awareness of

responsibilities and a progression of personal commitment, creating an
environment where responsibility is shared and embraced collectively.

8 CONCLUSION

The proposed reflective support aims to facilitate a clear and honest as‐
sessment of past, present and future designs. It encourages awareness
of the positive and negative externalities and legitimises a commitment
to product and service sustainability, counteracting the pressures of
technical and social obsolescence. This reflective process is integral
in shaping choices related to usage, offered functionalities, technical
solutions, marketing strategies, and economic considerations.
The overall objective of this approach is to support project teams

throughout the lifecycle of AI systems, marking a significant paradigm
shift in:

• The time allocated to and by teams for reflection and ethical
decision‐making;

• The identification, consideration, and potential inclusion of all direct
and indirect stakeholders;

• Long‐term monitoring of the AIS impacts on these stakeholders;
• Ensuring individual and collective responsibility by maintaining eth‐

ical operating conditions for the AIS.

However, as Edgar Morin states, ”a paradigm shift is a long, difficult,
chaotic process that comes up against enormous resistance from estab‐
lished structures and mentalities” (Morin 2020). Indeed, the responsible
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design, implementation, and use of AI are only in the early stages, and
much more progress remains to be made.
Crucially, this necessary paradigm shift requires the approval and

backing of management and must address employee motivation. One
particularly powerful motivator is the opportunity to work for a com‐
pany that values and prioritises ethics and human rights, and is commit‐
ted to the ecological transition∥.
The proposed reflective support will soon be tested in real‐world

projects (use cases), offering an opportunity to test the hypotheses and
the systems selected against the endogenous and exogenous difficulties
that can hamper the smooth running of a project. Along the way, moni‐
toring tools and methods will also be developed to ensure the achieve‐
ment of objectives and to assess the relevance of the hypotheses. The
results of these evaluations will be discussed in future publications.
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